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Quantum information processing

A The peculiarities of quantum physics promise to deliver revolutionary
applications.

A Quantum computing superposition of states allow many computations to be
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polynomial time.

A This could render well known cryptographic algorithms such as RSA obsolete.

A Fortunately, quantum cryptography can provide unbreakable crypystems.
Relies on the fact that observation modifies the state and thus can detect
eavesdropping/tampering.
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Entanglement in guantum mechanics

A An important ingredient in creating the myriad of nonintuitive phenomena in quantum
physics intanglement of qguantum states

A Entanglement has emerged as a crucial resource in appllcatlons of quantum
mechanics such as , )

1. Quantum computation
2. Quantum teleportation

3. Quantum cryptography

4. Quantum dense coding nhttp:/mww.acm.org/crossroads/xrdsil
3/gcrypto.html

5. and many others T —
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Entanglement in guantum mechanics

A On the other hand, entanglement with the environment is undesirable in quantum
computing as it leads to decoherence, causing a collapse of the superimposed state.

A

0y, —P» Observer

Superposed
state

http://brneurosci.org/subjectivity.html

© 2017IBM Corporation




What is entanglement?

A Roughly speaking, entanglement is when two subsystems can not be described
iIndependently.

A This is responsible for the phenomenon whereby two subsystems can influence eac
other even though they are spatially separated. ion/atalDistance

Once phaions become
entangled, they become
relqleg in a way that

del'les classical physics

L
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Even after they move away from each other,

suring one entangled photon (A) will cause
Ils purlner to take the opposite state (B) without
it being measured

http://science.howstuffworks.com
http://physicsworld.com/cws/article/indepth/ /quantum-cryptology6.htm

11360/1/smallphotons _
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Quantum states

A A purestate can be described by a state vector (e.g. <0| or |1>).

A In matrix algebra terms, thbranotation <r|is identified with a row vector and
the ket notation |[r>is identified with a column vector.

A A mixture of pure states israixedstate. Amixedstate can be viewed as

1. a statistical mixture of a number of pure states (i.e. experiments where the parameters are
random)

2. an ensemble of pure states (a large number of pure states with different proportions for each
pure state).

A A mixed state cannot be expressed as a state vector.

- A We need another structure to capture the properties of a mixed state.
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Density matrix formulation of guantum mechanics (Von
Neumann, 1927)

A The state of a quantum mechanical systems is associated wdgnaitymatrix: a
complex matrix A that:

1. Is Hermitian (i.e. A ="A,
2. Is positive semidefinite (i.e. all eigenvalues >= 0),

3. Has unit trace (i.e. sum of diagonal elements = sum of eigenvalues = 1).
A A pure state is represented as a rank one density matrix |r><r].

A This formulation allows for mixed states to be described as a weighted sum of pure
states.
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Tensor product

A Given two state vectors |[x> and |y>, the combined system is
described by the tensor produdt: > ®|y >

A A qubitis described by a 2 dimensional complex veatagubits are
described by a2dimensional complex vector.

A In the density matrix formulation, the combined state of two systems
with density matrix A and B is

A® B
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Kroneckerproduct of matrices

A In matrix notation, tensor product of 2 matrices can be expressedkasmecker
product of matrices.

annB -+ ain,B

amlB R amnB
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Density matrix formulationseparabilityand
entanglement

A We say a density matrix of ordespqis bipartiteseparabléf it can be written as:

A=4c¢BAC,c203§¢=1

where Band Care density matrices of ordgrandqresp.
A A density matrix is bipartitentangledf it is not bipartite separable.

A Determining whether a density matrix is entangled or not is-h&d [Gurvits
2003].

A Of interest are simple criteria for entanglement asdparability
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Partial transpose

A Decompose a density matrikinto p2submatrices of ordeg

A Thepartial transpos® is defined as:
%Al,l)T (A1,2)T 3 (Al,p

ATB ~ %AZ,l)T (AZ,Z)T 3 (AZ,p
- e

4 4 4
AP (APA)T 3 (APP)TS
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PeresHorodeckinecessary condition foseparability

A [Peres, 1996]: If the density matrix is separable, then its partial
transpose Is positive semidefinite, I.e. all its eigenvalues are
nonnegative.

A Definition: a density matrix satisfies the PPT condition if its partial
transpose is positive semidefinite.

A The PPT condition is also sufficient feparabilityin the cases of
(p=2,0=2) and (p=2,9=3)prodeckiet al, 1996]

A But not a sufficient condition in general for larger value of

© 2017IBM Corporation



Laplacian matrices of graphs

A The Laplacian matrix of a graph is defined as L-A, Where D is the diagonal matrix
of vertex degrees and A Is the adjacency matrix.

Labeled graph Degree matrix Adjacency matrix Laplacian matrix

0 0 O 010 1 2 -1 0 0 -1
] I [ -1 3 -1 -1

https://en.wikipedia.org/wiki/Laplacian_matrix
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Laplacian matrices of graphs

A Properties of Laplacian matrices:
1. Singular
2. Positive semidefinite (all eigenvalues are nonnegative).
3. Symmetric
4. Trace is positive (for nonempty graphs)

A This means that a Laplacian matrix with its trace normalized to 1 can be considered
a density matrix.

A In 2006 Braunsteiret al first considered Laplacian matrices of graph as density
matrices and studied the relationship between the graph and the corresponding
~  guantum mechanical state expressed by the density matrix.
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Laplacian matrices of graphs as density matrices

A  Graph <z Laplacian matrixz Density matrixz state of quantum system

" >
2,1,1) (3,2,0) (3.2,1)
7 -
Z ’ 3
(4,0,0) (4,1,0) (4,1,1)
http://en.wikipedia.org/wiki/Laplaci tri
PRI ERCIE Al it http://www.personal.psu.edu/axt236/decoherence/ "‘ "
fod 285 o
(42,2) (4,3,0) (4,3,1)

http://en.wikipedia.org/wiki/Quantum_state
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Partial transpose graph

A Arrange vertices on pby qgrid
A Each vertex has alabel,Y),ul a Xh 8 S uBXhiB 8@ Np 8
A Thepartial transpose gragias the same vertex set and

((u,v),(w,t)) is an edge of the partial transpose graph if and onlwjf)((w,v)) is an
edge of the original graph.

A Graphically, this corresponds to mirroring each edge arouhdrizonalaxis through
Its middle.
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Partial transpose graph

A It is easy to show that the adjacency matrix of partial transpose graph is partial
transpose of adjacency matrix.

A [Braunsteinet al., 2006] introduced the vertex degree criterion:

A Each vertex has the same degree as its counterpart in the partial transpose graph
and showed that it Is a necessary condition$eparability
A It turns out this condition is as strong as the PPT condition.

A For Laplacian matrices of graphs it was shown that [Wu, 2006],

A Vertex degree conditiod PeresHorodeckiPPT conditiorz partial transpose of Laplacian has
Zero row sums.
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Graph isomorphism

A Two graphs are isomorphic if they have the same number of vertices connected in
the same way.

An isomorphism
between G and H

fla) =1
fib) =6
fic)=8
fid) =

flg) =35

fih) =2

fii) =4

=7

https://en.wikipedia.org/wiki/Graph_isomorphism

Equivalently, two graph are isomorphic if their adjacency matrices are permutation
similar (i.e. mapped to each other via simultaneous row and column permutations.)
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Separability of Laplacian matrices

A Separabilityis not invariant under graph isomorphism. Vertex labelling is important.

A In Braunsteinet al, 2006] it was shown that:

1. The complete graph iseparableinder all vertexabellings
2. The star graph isntangledunder all vertexabellings

3. The Petersen graph is separable or entangled depending on the vertex labelling.

Complete graph Star gl‘aph Petersen graph © 20171BM Corporation



Separability of Laplacian matrices

A Vertex degree condition isota sufficient condition foseparabilityof Laplacian
matrices [Hildebrand et al., 2008].

A However, vertex degree condition (and thus also PPTeessarand sufficientfor
separabilitywhen p=2 [Wu, 2006].

A Circulant graphs with canonical vertex labelling are separa®taunsteinet al., 2006].
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Effect of graph operations on separability

A Tensor products of graphs result in a separable Laplacian m&raupsteinet al.,
2006].

https://en.wikipedia.org/wiki/Tensor_product_of graphs
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Effect of graph operations on separability

A Any type of products of graphs (Cartesian, lexicographical, tensor, strong, modular,
etc.) results in a separable Laplacian matrix [Wu, 2009].

aphs

Gr

org/wiki/Modular_product_of_graphs
_to_Some_Common_Binary_Operations_on_

http://en.wikipedia.

A-'E: E'I J|'J":. E.'E AB

fmodular product of G and H

smath.net/index.php?title=A_Reference

A Corollary: complete graphs are separable since complete graphs

" are strong products of complete graphs.

Sums of graphs preserve separability but union of graphs does not
preserve separability [Wu, 2009].

http://wiki.canisiu
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A sufficient condition for separability

A Theoremlf the number of edges from vertex,{) to vertices of the form (W) is
the same as the number of edges fromy) to vertices of the form (U]), then the
density matrix is separable [Wu, 2006].
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